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 Protecting the privacy and confidentiality of information and devices in computer 

networks requires reliable methods of detecting intrusion. However, effective 

intrusion detection is made more difficult by the enormous dimensions of data 

available in computer networks. To boost intrusion detection classification 

performance in computer networks, this study proposed a feature selection mode 

for the classification task. The proposed model utilized the Mayfly feature selection 

algorithm and ANN as the classifier. The model was also tested without a Mayfly 

Algorithm (MA). The efficiency of the model was determined through a 

comparison of its Accuracy, Specificity, Precision, Negative predictive value, False 

positive rate, False discovery rate, False negative rate, Sensitivity, and F1- score. 

The experimental outcomes revealed that the proposed model is more efficient 

than existing models when implemented on the Canadian Institute for 

Cybersecurity Intrusion Detection System 2017 (CIC-IDS 2017) dataset. Accuracy 

of 99.94% (using Data+mayfly+ANN) and 90.17% (using Data+ANN) were 

attained after experimentation. The proposed model demonstrated superior 

accuracy compared to existing studies. Its robustness is due to employing mayfly 

techniques that combine the strengths of PSO, GA, and FA for optimal feature 

selection. This research presents a dependable dimensionality reduction model 

useful for intrusion detection and improving security in computer networks. 
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INTRODUCTION 

Presently, the Internet can be considered to be an 

undeniable part of people’s daily lives, and the total 

number of internet users has grown, exponentially. 

As a result, these users are eager to transmit a higher 

volume of critical data through the wires (Chatterjee 

et al., 2023). Therefore, the infrastructure built for 

data transmission should consider security issues to 

create a reliable, accurate, and configurable security 

system (Li et al., 2022). To protect the security and 

integrity of user data, various tools, such as 

firewalls, antivirus, encryption, and authentication 

applications are in place. However, the mentioned 

tools have not been efficient enough to safeguard the 

systems against various types of threats (Alagrash, 

2023). 

Moreover, when it comes to the capability of 

detecting attacks, these tools face difficulty in 

separating Denial of Service (DoS) attacks from 

normal traffic (Bhattacharyya et al., 2020). To 

improve the security of the networks, it is suggested 

to combine firewalls with intrusion-detection 

systems (Zervoudakis and Tsafarakis, 2020). 

Saheed et al. (2022) describe the intrusion detection 

process as a series of steps enabling the monitoring, 

detection, and analysis of activities that violate 
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network security policies. Li et al. (2022) proposed 

a framework for detecting network attacks, this 

framework is based on the assumption that security 

violations can be identified by monitoring system 

audit records for abnormal patterns of system usage. 

In other words, the attacker’s behaviour can be 

considered to be a basis for anomaly-based 

detection systems (Choudhary and Kesswani, 

2021). These systems define malicious behaviour as 

an activity that demonstrates a deviation from the 

regular operation. The most significant benefit that 

these systems can provide for the users is the 

influential detection rate of both known and 

unknown attacks. A properly tuned IDS guarantees 

deeper insight into networks by providing visibility 

and control measures to minimize threats and 

attacks. Machine-learning algorithms can bring a lot 

of advantages for the daily monitoring of the 

network systems, but these techniques should be 

adopted to increase the attack detection rate and to 

decrease the system complexity. As the data 

collected from networks are high-dimensional, 

processing this data in the format as they are 

collected, makes the system inefficient. The 

irrelevant features should be removed using proper 

feature selection to decline the computation time, 

increase prediction performance, and recognize the 

pattern involved in the developed methods (Ahmad 

et al., 2022). In other to improve the current 

intrusion detection system. Hence the study. 

Machine Learning (ML) models have been widely 

employed in Intrusion Detection Systems (IDS) to 

enhance accuracy and effectiveness in computer 

networks. However, considering the reliability of 

current state-of-the-art models for practical 

applications in real-world computer networks is 

crucial (Maabreh et al., 2022). While several 

evaluation metrics have shown promising results for 

ML models, the primary focus has been on 

achieving high performance on a simple dataset, 

ignoring practical applications (Li et al., 2021). The 

high cost of errors in IDS and the difficulty in 

collecting and storing all relevant features in a live 

computer network feed may have contributed to this 

trend. Additionally, the nature of ML allows for 

continuous improvement of its hyper-parameters, 

making it challenging to generalize its performance 

to different datasets (Ahmad et al., 2022). Despite 

these challenges, there is a need for further research 

to enhance the reliability of ML-based IDS in 

computer networks. 

In IDS, feature selection methods are one of the 

major dimensionality techniques that have been 

applied to reduce the dimensionality of the datasets. 

However, feature selection methods come with two 

conflicting objectives which are the minimization of 

the number of features and classification error. The 

single-objective feature selection approaches 

applied in IDS are not able to confront both 

objectives simultaneously reduction is a technique 

used to reduce the complexity of high-dimensional 

data and keep only the most important information 

(Jyothsna et al., 2020). This can be achieved through 

various methods, such as feature selection, feature 

extraction, or feature compression. Dimension 

reduction can help improve the accuracy and 

computational efficiency of intrusion detection 

(Zhao et al., 2017). The motivation for this research 

is to address the challenges faced by IDSs in 

handling high-dimensional data and to improve the 

accuracy of IDS in computer networks. This study 

proposes a dimensionality reduction technique 

based on a MA to fetch relevant information from 

the given dataset. The optimal feature subset from 

the MA was used to build an ANN classifier. ANN 

has been a good classifier but it is computationally 

intensive, interpretability issues, and selecting 

appropriate architecture remain debatable hence this 

study employs mayfly for an optimal performance 

of the ANN model. According to Chatterjee et al. 
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(2023), IDS are critical components in ensuring the 

security of computer networks. Zhang et al. (2017) 

found out that IDS model often experiences an 

increase in false positive and false negative rates due 

to high-dimensional data generated from high 

numbers of users on the networks. Furthermore, 

IDSs need to be able to handle large amounts of data 

in real-time to be effective in detecting intrusions. 

ANN has been known to be a good classifier but has 

high local optimal issues as well as the challenge of 

selecting appropriate architecture for a given task.  

When attack frequency reduces, ANN becomes 

susceptible. Low-frequency assaults have an 

insufficient learning sample size. Because ANN 

cannot easily learn these assaults’ properties, 

detection accuracy is low. Despite the 

advancements in IDS, accuracy and stability remain 

a concern for most IDS systems. Few research 

works have employed dimensionality reduction 

techniques to resolve the challenge of high-

dimensional data in IDS. However, outcomes in 

recent times have been unsatisfactory. This is due to 

computational overhead on the existing IDS 

(Ayesha and Hanif, 2020). Selecting an appropriate 

feature selection technique is crucial in ensuring that 

the most important information is preserved while 

minimizing the reduction in accuracy (Revathi and 

Ramesh, 2018). This study aimed to improve the 

accuracy and computational efficiency of intrusion 

detection systems. A recently developed MA was 

used to select the optimal features subset which in 

turn formed a basis for building ANN model for 

Intrusion detection. The mayfly harnesses the 

benefits of the Genetic Algorithm (GA), Particle 

Swam Optimization Algorithm (PSO), and Firefly 

Algorithm (FA) for improved performance. 

Artificial Neural Networks (ANNs) are a popular 

ML algorithm that uses interconnected nodes to 

process input data and make predictions. While 

ANNs are inspired by biological neural networks in 

the brain, they are not a direct mimicry of human 

brains. ANNs can have multiple hidden layers, 

allowing them to learn complex patterns and 

relationships in the data, making them well-suited 

for nonlinear functions (Kilincer et al., 2021). 

However, ANNs are not infallible, and factors such 

as the quality of training data, choice of 

hyperparameters, and the presence of confounding 

variables or noise can affect their performance. 

While training, ANNs can be computationally 

expensive, recent advancements in optimization 

algorithms and hardware acceleration have reduced 

training time and cost for deep learning models 

(Kilincer et al., 2021). Backpropagation is a widely 

used and effective algorithm for optimizing the 

weights of ANNs through gradient descent, which 

can be extended to deep networks with many layers 

by using techniques like weight initialization, batch 

normalization, and skip connections (Amin and 

Kabir, 2022). Overall, ANNs are a flexible and 

powerful ML algorithm that can be used for a wide 

range of applications, but their success depends on 

careful tuning and attention to the underlying data 

and problem domain (Chua and Salam, 2022). 

Mayfly Optimization Algorithm 

Mayflies are insects that belong to the order 

Ephemeroptera, part of a group of insects known as 

Palaeoptera. These insects appear mainly during the 

month of May in the UK, thus having the name 

Mayfly. Immature mayflies spend several years 

growing as aquatic nymphs until they are ready to 

go to the surface as adult mayflies. Most male adults 

assemble in swarms a few meters above the water to 

attract the females. They perform a nuptial dance 

which involves characteristic up and down 

movement generating a pattern (Patil et al., 2022). 

Female mayflies go to these swarms for mating. The 

mating process lasts only for a few seconds after 

which they drop the eggs in the water and the cycle 

continues (Bhattacharyya et al., 2020). MA 
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algorithm was developed by Zervoudakis and 

Tsafarakis (2020) and is a new method for solving 

feature selection problems. It is a hybrid method 

combining the advantages of classical optimization 

methods such as PSO, GA and FA. Li et al. (2022) 

showed that PSO needed modifications as it is likely 

to get stuck in a local optimum, especially for 

problems having a high dimension. 

The MA performs the necessary modifications, ther

eby enabling the algorithm to have better 

performance across small and large-scale feature 

sets (Bhattacharyya et al., 2020). pseudocode for the 

Mayfly optimization process is shown in the 

Algorithm 1.1.  

 

 

 

REVIEW OF RELATED WORKS 

Chatterjee et al. (2023) developed a resilient 

framework for identifying known and unknown 

network attacks using anomaly and signature-based 

techniques. Tested on publicly available datasets, 

the framework achieved accuracies of 90.94% and 

99.67%, respectively. However, this study fails to 

address attacks from Distributed Denial of Service 

Attacks (DDoS) attacks.  

Alagrash (2023) performed a Systematic Literature 

Review (SLR) that evaluates the viability of this 

solution type and highlights future research 

directions. In addition, it should give details on the 

most prevalent methodologies, enabling the 

identification of the most prevalent ML algorithms, 

architectures, and datasets.  

Deore and Bhosale (2022) focused on developing an 

intrusion detection system using the Dolphin Atom 

Search Optimization (DASO) algorithm. The 

challenge of ensuring fast and efficient pre-

processing independent of research was addressed. 

Additionally, the issue of increasing zero-day 

attacks was tackled, emphasizing the need for 

security systems capable of accurately detecting 

previously unknown attacks. This approach 

involved utilizing active feature optimization 

methods to create a generic meta-heuristic scale. 

This scale was capable of detecting both known and 

undiscovered assaults with high detection rates and 

low false alarm rates. 

Saheed et al. (2022) developed ML-IDS for IoT 

network intrusion detection using supervised 

machine learning algorithms. UNSW-NB15, 

containing various attack types and normal network 

traffic was used. Feature scaling using min-max 

normalization was done to prevent information 

leakage on the test data. Principal Component 

Analysis (PCA) was used to reduce the high-

dimensional dataset. Six models were evaluated 

Algorithm 1.1: Mayfly Optimization 

Algorithm Li et al. (2022) 

Objective function f(x), x=(x_1,…,x_d )^T 

Initialize the male mayfly population x_i 

(i=1,2,…,N) and velocities v_mi 

Initialize the female mayfly population y_i 

(i=1,2,…,M) and velocities v_fi 

Evaluate solutions 

Find global best gbest 

Do While stopping criteria are not met 

    Update velocities and positions of males 

and females 

    Evaluate solutions 

    Rank the mayflies 

    Mate the mayflies 

    Evaluate offspring 

    Separate offspring to male and female 

randomly 

    Replace worst solutions with the best new 

ones 

    Update pbest and gbest 

end while 
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based on accuracy, AUC, recall, F1, precision, 

kappa, and Mathew correlation coefficient (MCC). 

The model Achieved a high accuracy of 99.9% and 

MCC of 99.97%, demonstrating competitive 

performance compared to existing methods. the 

need to address other types of attack hence the 

study. 

Almiani et al., (2020) worked on ML techniques for 

intrusion inherent flow. to better understand the 

status of machine learning, Almiani et al. analyzed 

49 related works from 2009 to 2014 that focused on 

single, hybrid, and ensemble classifier design 

architecture. result showed that the dataset in this 

area is huge hence the need for a dimensionality 

reduction technique for an improved detection 

model, hence the study.  

Shenfield et al. (2018) present an approach for the 

detection of malicious network traffic using ANN. 

The proposed ANN architecture obtains an average 

accuracy of 98%, an average area under the receiver 

operator characteristic curve of 0.98, and an average 

false positive rate of less than 2% in repeated 10-

fold cross-validation.  

Zhao et al. (2017) applied PCA to reduce the 

dimensionality of network traffic on the Knowledge 

Discovery and Data Mining 1999 (KDD-99) 

dataset. the reduced features were used to train two 

ML algorithms Softmax Regression and k-Nearest 

Neighbors (KNN). KNN achieved higher accuracy 

85.24% with 3 dimensions and 85.19% with 6 

dimensions compared to Softmax Regression 

84.999% with 3 dimensions, dropping to 84.4% 

with more features. The model effectively identified 

both normal and malicious traffic. The reduced 

dimensionality lowered computational complexity, 

making it suitable for real-time IDS in Internet of 

Things (IoT) environments. Zhao et al. suggested 

unsupervised learning algorithms for feature 

selection. Investigating the effectiveness against 

other types of attacks is crucial. Also Utilising 

memory-efficient algorithms for resource-

constrained environments remains a future concern. 

Yuansheng et al. (2019) proposed a real-time 

network intrusion detection system using deep 

learning, big data, and natural language processing 

to address issues like low accuracy, high false 

positive rates, and inability to handle new intrusion 

types. data cleaning, coding, extraction and 

integration, and normalization were the 

preprocessing techniques employed. The system 

uses Flume for log collection and AEAlexJNet for 

deep learning. model was experimented on the KDD 

99 dataset. AE-AlexNet model achieved an 

accuracy of 94.32%. 

Tan et al. (2016) used linear discriminant analysis 

(LDA) for dimension reduction in intrusion 

detection. The result showed that LDA improved the 

accuracy of the intrusion detection system compared 

to other dimensionality reduction techniques. 

Nagpal et al. (2021) proposed an optimization 

algorithm combined with SVM for IDS. The main 

idea is to utilize Big Bang Big Crunch Optimization 

to select some features from the KDD-99 datasets. 

41 features, and then utilize SVM Machine to 

compute the accuracy of these features.  

Buczak and Guven (2016) explore machine learning 

and deep learning methods for cyber security, 

focusing on misuse and anomaly detection, 

highlighting the challenges in establishing their 

effectiveness due to complexity and richness. It 

emphasizes the need for labelled datasets and 

proposes investigating fast incremental learning 

methods to update models daily as a potential 

research area. 

METHODOLOGY 

In this study, the system goes through two stages of 

development which are pre-processing and 
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classification. Removal of Missing data and 

selection of relevant features were the data 

preprocessing activities done. The preprocessed 

dataset was then passed into the ANN classifier for 

classification purposes as described in Figure 1. In 

addition, the high-dimensional dataset was also 

passed into the ANN for performance comparison. 

 

Figure 1: Framework of the Research Approach 

Data Collection and Description 

To evaluate the effectiveness of the dimension 

reduction system for intrusion detection, the CIC-

IDS 2017 dataset from the Kaggle repository was 

used. This dataset includes both benign and 

malicious traffic, reflecting real-world scenarios. It 

was processed using the CICFlow Meter network 

traffic analysis tool, generating labelled flows based 

on parameters like timestamps, IP addresses, ports, 

protocols, and attack vectors. The processed data 

was stored in CSV files. The dataset, described in 

Table 1, contains five days of traffic data, with 

Thursday afternoon and Friday data suitable for 

binary classification. This study focused on the 

Friday data, which includes a DDoS attack, due to 

its rapid impact on systems and the significant 

volume of attacks from multiple sources to a single 

target. The dataset comprises 284,315 instances and 

79 features. 

During the data pre-processing stage it was 

observed that the raw dataset contains 65410 

instances having missing class labels and 203 

instances having missing information. By removing 

such missing instances, the dataset instance was 

reduced to 218702 instances. The data pre-

processing involved the removal of missing data and 

then feature selection with the Mayfly algorithms. 

Table 1: Description of files contained in CIC-IDS 

2017 Dataset 

 

The pre-processed data was then used as an input for 

building an ANN classifier model. data collection 

and preparation process ensured that the dataset 

used in this study accurately reflects real-world data 

and provides a suitable basis for evaluating the 

effectiveness of the proposed dimension reduction 

system for intrusion detection. After applying MA 

to select the optimal features the illustration of the 

training data is presented in Figure. 2. 

 

Figure 2: Loaded Intrusion dataset 

Intrusion Detection Benchmark Datasets  

The Network Intrusion Detection System (NIDS) 

uses up-to-date data to accurately detect anonymous 
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intrusions. KDD-99 dataset limits new attack types, 

while the CICID 2017 dataset provides a 

comprehensive representation of various attack 

types. The CIC Flow Meter analyzes network 

traffic, analyzing features like timestamps, 

protocols, and ports. Reliable datasets meet the 

required criteria. 

CICIDS2017 Dataset 

The CICID2017 dataset, based on abstracted 

network activity from 25 users, covers various 

attack scenarios like brute force, HeartBleed, botnet, 

DoS, DDoS, web, and infiltration attacks. It is 

available in two formats: PCAP format for packet 

payloads and CSV files for labelled flows, suitable 

for machine and deep learning application 

NSL/KDD Dataset 

The NSL-KDD dataset, a simplified version of 

KDD 99, evaluates intrusion detection system 

effectiveness with 41 features, 21 attacks in training 

and 37 in test. Hence it is pertinent to employ more 

recent and realistic datasets hence the choice of 

CICID2017 dataset. 

Center for Applied Internet Data Analysis 

(CAIDA)(2002/2016) 

The CAIDA dataset, a collection of anonymized 

data from San Jose's OC48 link, DDoS attack 

dataset, and 2016 Internet trace, has limitations that 

limit its effectiveness. 

Feature Selection Process using Mayfly 

During the development of the intrusion detection 

system, the first process used was to select the 

important features from the dataset by using the 

Mayfly feature selection techniques on the dataset. 

Before proceeding to the classification stage, the 

feature selection technique helped to ensure that the 

dimensionality of the selected data was reduced to 

avoid any form of under or overfitting during the 

classification stages. These two processes ensure 

efficient data processing while still preserving 

important information for intrusion detection.  

 ANN Classification 

The second step used in this research is to develop 

the system and assess the performance of the ANN 

classification algorithms on the reduced dataset that 

was used to develop the system. These algorithms 

were used to classify the reduced data into intrusion 

categories. The performance of the algorithm was 

assessed based on metrics such as accuracy, 

specificity, sensitivity and precision. 

Classification Performance Measurement 

The final method used in this research is the 

assessment of the accuracy, specificity, sensitivity 

and precision. The formula for the matrices is shown 

in Table 2. The results of the proposed Mayfly and 

ANN intrusion detection system were compared 

with the existing intrusion detection systems. 

 Table 2: Formula for Classification Performance 

Measurement 

Measure Formula 

    Precision 
TP  

TP +   FP
 

Sensitivity 
TP  

TP +   FN
 

Accuracy 
TP  +     TN

TP +   TN +   FP  + FN
 

Specificity 
TN  

TN +   FP
 

 

RESULTS AND DISCUSSIONS 

In this research, Python 3.7 executed in Jupyter 

Notebook was used for implementation. The 

experiments ran on a MacBook Pro with a 3.6GHz 

quad-core Intel Core i7 processor, 2GB GPU, and 



Abdulsalam S. O. et al. /LAUTECH Journal of Engineering and Technology 18 (2) 2024: 148-160 
 

155 

16GB RAM. Data preprocessing involved removing 

missing information and using the MA for feature 

selection, with data scaled between 0 and 1. The 

dataset was split into 70% for training and 30% for 

testing, with the testing set further split for 

validation. Figure 3. Describe the train data after 

splitting. The experiments evaluated the system's 

Accuracy, Specificity, Precision, Negative 

predictive value, False positive rate, False discovery 

rate, False negative rate, Sensitivity, and F1- score 

using ANN classifier. 

 

Figure 3: Description of the training data after 

splitting. 

Result of Developed Intrusion Detection System 

The intrusion detection system was developed using 

ANN, and the result of the classification achieved 

was visualized with training and validation Loss 

over Epochs as shown in Figure. 4. After the system 

has been developed, the details of each amount of 

fraudulent transaction against the normal 

transactions recorded are provided in Figure 5. 

These results indicate that the developed system was 

highly effective in detecting network intrusions 

while maintaining a low false positive rate and false 

discovery rate. The results provide empirical 

evidence of the effectiveness of the developed 

system for intrusion detection in computer 

networking. The result of the experiment shows that 

the system achieved an accuracy of 99.94%, 

specificity of 99.96% and precision of 99.97%. 

Monitoring the training and validation loss over 

epochs helps in understanding how well a model is 

learning and whether it is overfitting, underfitting, 

or performing optimally. By plotting the training 

and validation loss over epochs on the same graph, 

the training dynamics of the model as shown in 

Figure 4 and Table 3 was observed.  

 

Figure 4: Training and Validation Loss over Epochs 

Since both training and validation loss are 

decreasing over epochs, it indicates that the model 

is learning and generalizing well. This is a sign of 

good model training. 

 

Figure 5: Description of Fraudulent and normal 

transactions after classification 

Comparative analysis  

In this section, a comparison analysis of results was 

made with previous studies in the field. The 

accuracy metric was chosen as a measure of 

comparison due to its widespread use in evaluating 

model performance. Table 4 depicts a comparison 

of the accuracy metrics of the developed MA and 

ANN IDS with the results from other studies that 

employed ML algorithms for intrusion detection.  
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Table 3: Result of the experiment 

Performance 

measures 

(%) 

Data + 

ANN 

Data + 

Mayfly 

+ ANN 

Formulae 

Accuracy 98.90 99.94 (𝑇𝑃 + 𝑇𝑁)

(𝑃 + 𝑁)
 

Specificity 98.91 99.96 𝑇𝑁/(𝐹𝑃 + 𝑇𝑁) 

Precision 99.15 99.97 𝑇𝑃/(𝑇𝑃 + 𝐹𝑃) 

Negative 

predictive 

value 

99.23 85.07 𝑇𝑁/(𝑇𝑁 + 𝐹𝑁) 

False positive 

rate 

0.15 7.19 𝐹𝑃/(𝐹𝑃 + 𝑇𝑁) 

False 

discovery rate 

0.16 0.58 𝐹𝑃/(𝐹𝑃 + 𝑇𝑃) 

False 

negative rate 

0.65 13.02 𝐹𝑁/(𝐹𝑁 + 𝑇𝑃) 

Sensitivity 99.33 87.93 𝑇𝑃/(𝑇𝑃 + 𝐹𝑁) 

F1- score 98.91 91.15 2𝑇𝑃/(2𝑇𝑃 + 𝐹𝑃

+ 𝐹𝑁) 

 

This comparison was limited to studies that used 

similar approaches to ensure that the criteria for 

comparison were aligned with the scope of this 

study. The results indicated that the model 

developed in this research showed a better accuracy 

performance compared to previous studies shown in 

Table 4. 

Discussion and Interpretation of Results 

The experiment results showed that MA was highly 

influential in detecting network intrusions while 

maintaining a low false positive rate and false 

discovery rate. The system's Accuracy, Specificity, 

Precision, Negative predictive value, False positive 

rate, False discovery rate, False negative rate, 

Sensitivity, and F1- scores were 99.94%, 99.96%, 

99.97%, 85.07%, 7.19%, 0.58%, 

13.02%, 87.93%, 91.15% respectively. 

Table 4: Comparative analysis of results with 

related work 

Authors Methods Accuracy 

Rincy and Gupta 

(2021) 

Decision trees             80.77 %   

Shin et al., 2020 Decision trees and 

random forests 

88.89% 

Saranya et al. 

(2020) 

LDA algorithm 

and Random 

Forest  

88.1%.  

Wani et al. (2019) SVM and CART 

algorithm 

87.60% 

Present Research Data + Mayfly + 

ANN 

99.94% 

 

These results indicate that the proposed system 

effectively reduced the dimensionality of the data 

while preserving the relevant information for 

intrusion detection. The high accuracy, specificity, 

and precision demonstrate the system's ability to 

effectively distinguish between normal and 

malicious network traffic, which is essential for int

rusion detection. Additionally, the low false 

positive rate and false discovery rate suggest that the 

system has a low rate of incorrect detections, which 

can reduce the risk of false alarms in network 

security. The results also showed that the proposed 

system achieved high processing efficiency by using 

mayfly techniques for feature selection and ANN 

for classification. The high processing efficiency of 

the proposed system makes it suitable for real-time 

intrusion detection in computer networking. It can 

be deduced that the results of the proposed 

dimension reduction system for intrusion detection 

showed that the system could provide better 

accuracy, specificity, sensitivity, and precision than 

other existing methods. The results of this study 

confirmed the effectiveness and efficiency of the 
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proposed system for intrusion detection in computer 

networking. 

CONCLUSIONS 

The increasing sophistication of cyber-attacks has 

made intrusion detection critical. This research 

utilized MA for feature selection to reduce the 

dimensionality of the dataset, followed by 

classification using an Artificial Neural Network 

(ANN) to identify intrusions. The study evaluated 

the system's performance based on Accuracy, 

Specificity, Precision, Negative predictive value, 

False positive rate, False discovery rate, False 

negative rate, Sensitivity, and F1- score. Results 

were compared with other methods, focusing 

primarily on accuracy. The CIC-ID2017 dataset, 

sourced from Kaggle, was pre-processed and split 

into training (70%) and testing (30%) sets. The 

ANN classifiers were trained on both the full and 

reduced datasets, achieving 98.90% accuracy 

without feature selection and 99.94% with feature 

selection. The model was assessed using various 

performance metrics and compared to previous 

research. Results showed that the proposed system 

accurately detects common network attacks and is 

valuable for intrusion detection, especially with 

large data and limited computational resources. 

Future research should address validating 

performance in more complex networks, detecting 

new threats, and considering false alarms. the 

proposed dimension reduction system for intrusion 

detection in computer networks is effective and 

promising, contributing to ongoing efforts to 

enhance network security against cyber threats. 

RECOMMENDATION 

Intrusion detection is critical to computer network 

security, helping organizations protect their 

networks from cyber threats. Extending the study to 

other IDS, such as host-based and network-based 

systems, would be valuable. several avenues for 

future research in intrusion detection and dimension 

reduction are Integrating additional feature selection 

and extraction techniques, this is to enhance model 

performance. Incorporate other classification 

algorithms, such as Random Forest and Decision 

Tree, to further evaluate and improve the 

performance. Other techniques can be explored to 

further reduce the false positive rate, addressing a 

common challenge in intrusion detection and hence 

can lead to more effective solutions for intrusion 

detection in computer networks. 
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