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The Early and accurate classification of gene signatures is critical for improving 

colorectal cancer (CRC) diagnosis. While previous studies have applied machine 

learning to microRNA datasets, few have combined feature selection and 

extraction methods in a unified diagnostic pipeline. This study proposes a novel 

integration of Genetic Algorithm (GA) and Independent Component Analysis 

(ICA) for selecting and extracting relevant features from high-dimensional 

microRNA data. GA is used as a wrapper-based feature selection method to reduce 

the original 2457 features to 52, while ICA further transforms these into 12 

uncorrelated components. These components are then classified using Support 

Vector Machine (SVM) and Logistic Regression (LR) models. Using the GA–ICA–

SVM pipeline, we achieved an AUC of 0.8347, outperforming the LR model, which 

achieved an AUC of 0.7318. This approach demonstrates improved performance 

and efficiency in detecting CRC-related biomarkers and offers a reproducible 

framework for biomarker-based cancer diagnosis. 

Keywords: 

Genetic Algorithm, 

Independent Component 

Analysis, Colorectal 

Cancer, microRNA, 

Support Vector 

Machine. 

Corresponding Author:  

mabayoje.ma@unilorin.

edu.ng 

INTRODUCTION 

Machine learning is a subset of Artificial 

Intelligence (AI), which continuously learns from 

various examples and is applied to real-world 

problems. Classification is a Machine Learning 

activity that assigns a label value to a given class 

and then evaluates whether a specific type belongs 

to that class. A simple example is the email spam 

filtration system, which allows users to designate 

emails as either “spam” or “not spam”. There are 

various classification issues to be encountered, and 

unique approaches can be employed for each 

difficulty (Mitsala et al., 2021). Classification is a 

term used to describe any situation in which a 

specified class label must be predicted from a given 

data field. A training dataset is necessary for each 

model, including numerous inputs and outputs from 

which the model will learn. For the model to be 

trained successfully, the training data must include 

all conceivable issue scenarios and adequate data for 

each label. Because class labels are frequently 

returned as text values, they must be converted into 

an integer, such as 0 for "spam" and 1 for "no-

spam." (Hameed et al., 2017).  

Classification accuracy helps assess a model's 

performance based on multiple anticipated class 

labels. Although classification accuracy is not the 

most important criterion, it is a good starting point 
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for most classification problems. Some models may 

provide us with a likelihood of class membership of 

a specific input instead of a class label. The ROC 

curve may be a valuable measure of a model's 

accuracy in such circumstances. Classification is a 

core task in machine learning where input data is 

assigned to predefined categories or classes. A 

familiar example is spam detection, where emails 

are labeled as either “spam” or “not spam.” For a 

model to learn accurately, it must be trained on a 

dataset containing representative examples for each 

class. Often, class labels are textual (e.g., “positive,” 

“negative”) and are typically converted to numerical 

values during the preprocessing stage. In machine 

learning, classification problems are commonly 

grouped into four types: binary classification, multi-

class classification, multi-label classification, and 

imbalanced classification.  

Choosing the right model often depends on which of 

these task types is being addressed. While accuracy 

is a common performance metric, other evaluation 

methods, such as ROC curves, are used when class 

distributions are uneven or when probabilistic 

outputs are required. Due to the numerous 

correlations and redundancies among human genes, 

several computational approaches have failed to 

extract a limited selection of ascribed genes in high-

dimensional datasets. Studies in cancer informatics 

have demonstrated that data mining and machine 

learning are valuable tools in predicting diseases, 

particularly in identifying the associated genes that 

cause cancer (Akinrotimi and Oladele, 2018). 

Machine learning has been shown to perform well 

in cancer classification; nevertheless, it still has to 

be improved and made more resilient in terms of 

efficiency and computational cost, especially when 

dealing with large datasets. High-dimensional 

datasets contain several redundant and variant gene 

expressions, which reduces the accuracy and 

efficiency of computational algorithms used to 

extract the most attributable genes (Hameed et al., 

2017).  

Biological differences associated with studies or 

gene modifications typically cause noise in gene 

expression levels (Hameed et al., 2021). As a result, 

finding the ascribed genes in high-dimensional 

datasets is difficult unless a rigorous analysis and 

selection method is applied.  

MicroRNAs can be referred to as oncomiRs and 

tumor suppressor microRNAs, as their expression 

patterns have been demonstrated to be different 

among tissues and bodily fluids compared to the 

expected. As a result, they can be used as diagnostic, 

prognostic, and predictive biomarkers of CRC. As a 

result, identifying prognostic and predictive 

biomarkers is critical for certifying the purity 

standard in cancer genomics (Fadaka et al., 2018). 

Meanwhile, due to numerous molecular approaches, 

an increasing number of genes are being linked to 

CRC. Interferon genetic variants, particularly 

interferon-gamma and interferon regulatory factors, 

have been linked to an increased risk of CRC and a 

shorter survival time following diagnosis. Early 

identification of CRC is a significant difficulty 

worldwide, which means that current treatment 

options are being delivered late after the tumor has 

spread. If tumors are found early enough and polyps 

are surgically removed, the incidence and mortality 

rate of CRC may be reduced (Fadaka et al., 2019). 

Despite growing interest in the application of 

machine learning for cancer diagnosis, many 

existing studies focus on either feature selection or 

dimensionality reduction in isolation. Few have 

attempted to integrate a wrapper-based selection 

method, such as the Genetic Algorithm (GA), with 

a transformation-based extraction method, like 

Independent Component Analysis (ICA), especially 

in the context of microRNA (miRNA) data for 

colorectal cancer (CRC). This gap limits the 
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efficiency and accuracy of current diagnostic 

models. Therefore, this study aims to develop and 

evaluate a hybrid GA–ICA approach for selecting 

and extracting informative features from high-

dimensional CRC miRNA datasets. The resulting 

features are then classified using Support Vector 

Machine (SVM) and Logistic Regression (LR) to 

assess and compare performance (the GA–ICA–

SVM pipeline). This integrated approach is 

designed to improve classification accuracy and 

offer a reproducible framework for early CRC 

detection using miRNA biomarkers. 

RELATED WORK 

Several studies have explored the role of non-coding 

RNAs, particularly microRNAs (miRNAs), in 

colorectal cancer (CRC) development, diagnosis, 

and prognosis. For example, Fadaka et al. (2019) 

reported that miRNAs play a critical role in 

modulating the expression of oncogenes and tumor 

suppressor genes, making them promising 

biomarkers across different stages of CRC. Their 

deregulation influences multiple cancer-related 

pathways, suggesting their use in therapeutic 

monitoring and disease staging. Similarly, Zhi et al. 

(2018) performed a meta-analysis on five gene 

expression datasets to identify differentially 

expressed genes (DEGs) in metastatic vs. non-

metastatic CRC samples. Using Support Vector 

Machine (SVM) classifiers and protein-protein 

interaction networks, they isolated genes such as 

CREB1, CUL7, and SSR3 as potential biomarkers 

for predicting metastasis. In another study, 

Herreros-Villanueva et al. (2019) evaluated a six-

miRNA signature in plasma samples from 297 

individuals. Their classifier achieved an AUC of 

0.92, with high sensitivity and specificity, 

distinguishing CRC and advanced adenomas (AA) 

from healthy controls. This affirmed the diagnostic 

power of circulating miRNAs. Wang et al. (2020) 

provided a broader perspective by analyzing the 

current applications of artificial intelligence (AI) in 

CRC, highlighting its potential across diagnostics, 

treatment planning, and prognosis prediction.  

Similarly, Di et al. (2020) employed a hybrid model 

of SVM and LASSO to integrate multiple datasets 

and identify miRNAs with high predictive value for 

CRC. Moreover, Yuan (2021) introduced a 

framework that combines the mRMR feature 

selection method with four classifiers: Random 

Forest, SVM, k-Nearest Neighbors (kNN), and 

Decision Tree (DT), to detect cancer subtypes using 

extracellular miRNA data. Their workflow 

prioritized prediction accuracy and early diagnosis 

through robust dimensionality reduction. However, 

despite these advances, few studies have integrated 

both a wrapper-based feature selection technique, 

such as the Genetic Algorithm (GA), with a 

transformation-based method, like Independent 

Component Analysis (ICA), in a unified pipeline. 

Existing works often employ one or the other, and 

many do not describe how these techniques interact 

during the preprocessing of high-dimensional 

miRNA data. Furthermore, kernel selection and 

cross-validation methods are often omitted or 

under-detailed, which limits the reproducibility and 

generalizability of results. 

This study addresses these gaps by combining GA 

for optimal feature subset selection with ICA for 

feature extraction, followed by classification using 

SVM and Logistic Regression. This approach not 

only improves interpretability by reducing data 

dimensionality but also enhances classification 

accuracy. Our pipeline is applied to a curated CRC 

microRNA dataset and evaluated using multiple 

metrics, including AUC, sensitivity, specificity, and 

cross-validation, providing a transparent and 

reproducible methodology for biomarker-based 

cancer classification. 
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METHODOLOGY 

Overview of Approach  

This study follows a structured pipeline that 

involves data acquisition, feature selection using a 

Genetic Algorithm (GA), dimensionality reduction 

using Independent Component Analysis (ICA), and 

classification using Support Vector Machine (SVM) 

and Logistic Regression (LR). The full workflow is 

shown in Figure 2. 

 

Figure 1: Flowchart Representation of Genetic 

Algorithm (Source: Asir et al., 2016). 

Genetic Algorithm for Feature Selection. 

A Genetic Algorithm (GA) is employed as a 

wrapper-based feature selection method to identify 

the most informative genes from a high-dimensional 

microRNA dataset. The GA process begins with 

population initialization and iteratively performs 

crossover, mutation, and fitness evaluation. The 

goal is to retain features that best contribute to 

classification accuracy. In this study, a standard 

implementation of GA was used, without custom 

enhancements. The algorithm selects optimal 

subsets of features based on performance, and the 

number of selected features was reduced from 2457 

to 52 after this stage.  Figure 1 presents the flowchart 

of the GA process, and Algorithm 1 outlines the 

steps in pseudocode. 

Algorithm 1: Genetic Algorithm 

Necessitate. Set parameters nPop = m, tmax, t = 

0; 

Confirm: optimum feature subset with the 

maximum suitable rate. 

1: while (t<=tmax) do  

2: Create pop a, tmax; 

3: For k = l to a do 

4: Parents [al, a2] = system selection (a, nPop) 

5: Child = Xor[al, a2] 

6: M u = mutation [Child} 

7: End for 

8: Replace a with  Child1, Child2, Childm 

9: t = t+1; 

10: End while 

11: Save the Highest fitness value; 

a = population size, r = random number 0 to 1, 

chrome = certain or non-certain feature through 

threshold δ, set value = 0.5, and a = threshold 

amount of picked features. Selecting the maximum 

fit features from the predictive datasets is the 

primary challenge of the GA technique. This study 

involves four significant phases, and the 

experimental workflow is illustrated in Figure 1. In 

processing the experimental data, feature selection 

using the Genetic Algorithm was performed on a 

microRNA colorectal cancer dataset containing 

2457 instances and 7 attributes. The loaded data is 

depicted in Figure 2, which displays relevant 

information extracted from the dataset using the 

procedure outlined in Figure 3. The goal of ICA is 

Start 

Initialize the population 

Perform crossover 

Perform mutation 

Calculate fitness value 

Termination 

condition  

Stop 
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to discover uncorrelated linear modifications (latent 

components) of the original predictor variables that 

covariate firmly with the response variables. To 

reduce the dimensionality of the specified functions, 

functionality extraction provides new variables as 

variants. This approach leverages beneficial 

attributes while minimizing negative ones. It 

functions by replacing the initial variables (numeric) 

with new numeric variables; it captures the most 

defining feature. It functions by replacing the initial 

variables (numeric) with new numeric variables; it 

captures the most defining feature of Santos and 

Cunha (2015). 

Independent Component Analysis (ICA) for 

Feature Extraction 

1CA is a valued leeway of PCA with conservative 

layers, as it allows for the visor parting of 

independent bases from their linear grouping. The 

fact of ICA is the possession of the uncorrelation of 

the general PCA. Built an x b on data matrix P, 

whose rows ri (d=l…, a) reckon to observational 

variables and whose columns kd (d-1..., b) are the 

entities of the matching variables, the ICA model of 

P can be written as shown in equation 1: 

P = AS                                   (1) 

With a complete overview, A is a x a fusion matrix, 

where S is a a x b is a basis matrix. Independent 

components are the original variables stored in rows 

of S; that is, the variables detected are linearly 

composed of independent components. The 

independent components are achieved by learning 

the precise linear groupings of the experimental 

variables since mixing can be inverted, as shown in 

equation 2: 

U = S = A-1P = WP               (2)  

After GA-based feature selection, Independent 

Component Analysis (ICA) is applied to further 

reduce redundancy and isolate statistically 

independent components. ICA transforms the 

selected features into a new space where they are 

uncorrelated and capture the most meaningful 

variation for classification tasks. 

 

Figure 2: Flowchart for the proposed Feature 

Selection Technique 

From the 52 features selected by GA, ICA extracted 

12 independent components, effectively reducing 

the data from 2457 to 12 dimensions. This helps 

eliminate noise and improve classifier performance. 

The ICA transformation process is illustrated in 

Figure 5. 

Classification Models 

As the number of features in a dataset increases, so 

does the cost of computation. To reduce the 

computational cost, the number of features is 

Optimization Using Forte Elimination 

Calculate fitness 

Perform crossover 

Genetic Algorithm 

Initialize population 

Termination 

condition 

Satisfied? 

Stop 
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typically reduced (Omololu and Abolore, 2018). As 

such, the genetic algorithm was used in the feature 

selection phase of this study to select the optimal 

subset of relevant genes from the original data 

without halting the dimensional space. The feature 

extraction technique uses ICA on the selected 

features from the first phase to the second phase. 

The reduced dataset (12 ICA features) was used as 

input for two classifiers: Support Vector Machine 

(SVM) and Logistic Regression (LR). SVM was 

evaluated with linear, polynomial, and RBF kernels, 

while LR served as a baseline comparator. The 

models were trained using both a training/test split 

and 5-fold cross-validation. Classification 

performance was measured using AUC, sensitivity, 

specificity, PPV, and NPV. The entire model 

training pipeline is shown in Figure 3. 

Model Training Setup 

To evaluate the classification performance of the 

proposed approach, Support Vector Machine 

(SVM) and Logistic Regression (LR) models were 

implemented using the R programming 

environment. After the feature selection and 

extraction phases using Genetic Algorithm (GA) 

and Independent Component Analysis (ICA), the 

reduced dataset was used for training and testing 

both classifiers. For the SVM classifier, two kernel 

functions were explored: the Gaussian Radial Basis 

Function (RBF) and the Polynomial kernel. Model 

training was performed with default SVM 

parameters where applicable, and the kernel 

parameters (e.g., gamma and degree) were selected 

based on empirical performance during preliminary 

runs. Similarly, the LR model was trained using a 

standard implementation without regularization, 

assuming a binary logistic regression model 

structure. A 5-fold cross-validation scheme was 

adopted to assess the models’ generalization 

performance. The dataset was randomly divided 

into five equal subsets: in each iteration, four folds 

were used for training, and the remaining one was 

used for testing. This process was repeated five 

times to ensure that each subset served as the test set 

once. Additionally, the models were trained on the 

full training set and evaluated separately on a held-

out test set, providing an independent assessment of 

classification performance. Key metrics reported 

include sensitivity, specificity, positive predictive 

value (PPV), negative predictive value (NPV), and 

the Area Under the ROC Curve (AUC). To ensure 

reproducibility, the random seed was fixed during 

data splitting and model training phases. 

 

Figure 3: Workflow Diagram Depicting the 

Mechanism of the Proposed Colorectal Cancer 

Diagnosis Model 

 

Model Settings and Implementation Details  

The classification models used in this study, namely 

Support Vector Machine (SVM) and Logistic 

Regression (LR), were implemented using the R 

programming environment, specifically within the 

RStudio IDE. The primary packages used included 

e1071 for SVM and glm for Logistic Regression. 
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For the SVM classifier, three kernel types were 

evaluated: (a) Linear Kernel (b) Polynomial Kernel 

(degree = 3) (c) Radial Basis Function (RBF). The 

Gaussian RBF kernel showed the best performance 

in terms of AUC and overall classification accuracy. 

Where applicable, the following hyperparameters 

were configured: 

(a) Cost (C): Set to 1 (default) 

(b) Gamma (γ): Automatically computed as 1/n 

features for RBF 

(c) Degree: Set to 3 for the Polynomial kernel 

(d) Tolerance: 0.001 

(e) Cross-validation folds  

(h) The Logistic Regression model was used in its 

standard binary form without regularization. It 

served as a baseline comparator for the SVM 

classifier. To ensure reproducibility, a fixed random 

seed (e.g., set. seed (42)) was used during data 

splitting, feature selection, and model training 

stages. All experiments were conducted on a 

standard desktop system with R version 4.0.3 or 

later. 

Description of Datasets 

The colorectal cancer dataset used in this study was 

obtained from kaggle.com. This dataset contains 

cases that are either not harmful or harmful. Using 

an in silico technique, five potential microRNAs, 

decoded as miR-1 to 5, were identified, and their 

target genes were selected using three separate 

target prediction tools (TargetScan, miRDB, and 

miRDIP) to generate seven target genes: APC, 

GNAS, EGFR, TCF7L2, KRAS, IGF1R, and 

CASP8. In this study, the functional determination 

was based on the sequences of these microRNAs 

and the promoter sequences of their targets. 

Performance Evaluation Metrics 

The models' predictive performance is examined 

using the Cross-Validation approach to estimate 

how each model performs outside the sample in a 

new dataset, also known as test data. When data fit 

into a model, cross-validation procedures are used 

to fit it to a training dataset. The dataset only 

contains information on how the models perform 

with training data if cross-validation is not used. 

In an ideal world, new data would be used to assess 

the models' performance in terms of prediction 

accuracy. Theories in science are evaluated based on 

their ability to predict future outcomes. It's a popular 

methodology since it's straightforward to grasp and 

produces a less biased or optimistic assessment of 

model competence than other approaches, such as a 

fundamental train/test split. The approach features a 

parameter called k that specifies how many groups 

a given data sample should be divided into. As a 

result, the process is frequently referred to as k-fold 

cross-validation. It’s a great way to test and quantify 

the accuracy of classifiers, as it divides the training 

set into k subsets at random, with one of the k 

subsets used for testing and the rest for training. A 

5-fold cross-validation method was used. It splits 

the dataset into 5 parts, trains on 4, and tests on 1, 

repeating for all combinations of train-test splits. 

This technique helps avoid overfitting of the 

training set, especially in small datasets with many 

attributes. The receiver operating characteristic 

(ROC) curve's area under the curve (AUC) and 

other cross-validation data (sensitivity, specificity, 

positive predictive value [PPV], negative predictive 

value [NPV] to create summary performance 

estimates. 

Performance Evaluation Metrics 

The expected and tangible outcomes were used to 

create ROC curves. The AUCs for the test datasets 

were calculated and compared to assess how well 

the models discriminated. P-values were calculated 

using DeLong's approach to compare AUCs based 

on SVM and MLR models (Yang et al, 2023). When 

the cutoff value in the SVM model was set to the 

default value (0), the following formulae were used 

to determine sensitivity, specificity, PPV, and NPV. 
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Sensitivity =      (3) 

Specificity =                 (4) 

PPV  =      (5) 

NPV  =      (6) 

Where: TP, FP, TN, and FN represent the number of 

true positives, false positives, true negatives, and 

false negatives. 

RESULTS AND DISCUSSION 

Feature selection and extraction methods were 

created on the R programming platform, followed 

by classification approaches. The findings of the 

investigations for the suggested model are presented 

in this section. These approaches were used with the 

help of an improved genetic algorithm (GA) and 

feature extraction (ICA). This work uses a 

dimensionality reduction strategy with SVM 

classification algorithms on a colorectal cancer 

dataset. After applying Genetic Algorithm (GA) for 

feature selection and Independent Component 

Analysis (ICA) for dimensionality reduction, the 

final feature set was used to train both Support 

Vector Machine (SVM) and Logistic Regression 

(LR) models. For SVM, three kernel types (linear, 

polynomial, and radial basis function) were 

evaluated, while LR was implemented as a baseline 

linear classifier. Each model was trained using a 5-

fold cross-validation strategy and tested on a 

separate validation set to assess generalization. 

Performance metrics such as AUC, sensitivity, 

specificity, PPV, and NPV were computed and 

compared across both models. There are 7 

characteristics and 2457 gene expression levels in 

the data, standardized. The integrated development 

region on R Studio that was utilized for the model is 

shown in Figure 4.  

 

Figure 4: R programming environment showing execution of the proposed GA–ICA–SVM model on the 

colorectal cancer microRNA dataset

This study looks at microRNAs in colorectal cancer 

data and genes that are sensitive and resistant to the 

disease; therefore, to minimize the curse of 

dimensionality, the ICA technique, which is a non-

linear approach, was used for the data processing 

stage. Figure 5 depicts the ICA procedure. ICA finds 

and eliminates uncorrelated attributes (variables) to 

determine maximum variance with fewer latent  
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Figure 5: ICA feature extraction process applied to the reduced microRNA dataset after GA-based feature 

selection. 

Table 1: Results for the Metrics Used in Classification Schemes I And II. 

Model Dataset Sensitivity Specificity PPV NPV AUC 

Classification 

(Using SVM) 

Test 0.7715 0.7503 0.4926 0.9127 0.8347 

Training 0.7938 0.7169 0.4550 0.9211 0.8383 

5-fold cross-validation 0.7765 0.7027 0.4388 0.9130 0.8242 

Classification 

(Using LR) 

 

 

Test 0.7359 0.6254 0.5061 0.8195 0.7318 

Training 0.7092 0.6590 0.6729 0.8087 0.7393 

5-fold cross-validation 0.7059 0.6589 0.5293 0.8054 0.7357 

 

 

 

Figure 6: ROC curves for Classifications with SVM and logistic regression models. 
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components. In Figure 5, the output components 

represent the most informative, uncorrelated 

features. 

In this study, ICA is used to reduce the 

dimensionality of the data and provide crucial gene 

information that may be used for further research. 

SVM-Gaussian kernel and Polynomial kernel are 

used in the classification algorithm, implemented 

using the R platform. After applying Genetic 

Algorithm (GA) for feature selection and 

Independent Component Analysis (ICA) for 

dimensionality reduction, the final feature set was 

used to train both Support Vector Machine (SVM) 

and Logistic Regression (LR) models. For SVM, 

three kernel types (linear, polynomial, and radial 

basis function) were evaluated, while LR was 

implemented as a baseline linear classifier. Each 

model was trained using a 5-fold cross-validation 

strategy and tested on a separate validation set to 

assess generalization. Performance metrics such as 

AUC, sensitivity, specificity, PPV, and NPV were 

computed and compared across both models. 

 

Figure 7. ROC curves for Classifications with SVM and logistic regression models. 

Table 2: Best performance 

Model 
The Area under the Curve 

Linear Polynomial Radial basis function 

Classification (Using SVM) 0.8332 0.7655 0.8347* 

Classification (Using LR) 0.7318* 0.6673 0.7259 
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Summary 

From Tables 1 and 2, it can be observed that the 

highest classification rate is 0.8347, achieved using 

the Linear, Polynomial, and Radial Bias Function, 

while the highest classification rate is 0.7318, also 

achieved using the Linear, Polynomial, and Radial 

Bias Function. Experiments were conducted using a 

dimensionality reduction approach that employed 

an improved genetic algorithm with feature 

extraction (ICA) for microRNA classification in the 

colorectal cancer dataset. The classifier employs an 

SVM method, and the accuracy of the GA-0 + ICA 

performance metrics is approximately 83%, while 

that of Linear Regression is approximately 73%. 

CONCLUSION 

This study analyzed a high-dimensional microRNA 

dataset for colorectal cancer classification using a 

hybrid feature engineering and classification 

pipeline. Genetic Algorithm (GA) was used for 

selecting the most relevant features, followed by 

Independent Component Analysis (ICA) to extract 

uncorrelated components. These were then 

classified using Support Vector Machine (SVM) 

and Logistic Regression (LR) models. Key findings 

from this study include: (a) The GA–ICA–SVM 

approach achieved a higher classification accuracy 

(AUC = 0.8347) than Logistic Regression (AUC = 

0.7318). (b) Dimensionality was successfully 

reduced from 2457 features to 12 without sacrificing 

predictive performance. (c) The use of both 

wrapper-based selection (GA) and transformation-

based extraction (ICA) improved model efficiency 

and interpretability. This study used a single dataset 

with limited sample diversity. Further validation on 

larger and independent datasets is needed to confirm 

the generalizability of the findings. Future work 

could also explore integrating other classifiers or 

optimizing GA parameters for even better 

performance. 
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